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Program Management

The Program Management section contains the Requirements to assure that the underlying systems, processes and procedures provided by the Vendor will effectively support and manage TEX-AN NG designated projects. 

[bookmark: _Toc283046594]Program Management Implementation 
The Vendor shall provide in its Response to DIR a Program Management Plan which shall include but not be limited to: 

1. Customer Relationship Manager
Sam Amato
Senior Account Executive
512-258-4901

Sam is responsible for managing the relationship between Hughes and Texas DIR. Provides the first point of contact for information regarding new requirements for Texas DIR and the DIR Customers.

1. Technical Sales Support
Paul Rabenhorst
Solution Consultant Director
301-428-2950

Paul is responsible for technical sales support, including mapping Hughes products and services to meet specific Texas DIR requirements.

1. Billing Manager
James Sculley
Senior Director, Business Processing
301-601-6435

James is the manager of the Hughes support organization that supports billing, invoicing, and ongoing contract administration support.

1. Contract Administrator; and 
Phil O’Brien
Vice President
301-601-6463

Phil is responsible for all contractual and legal matters in the relationship between Hughes and Texas DIR.

5.	Key Project personnel and contact information:
Michael Gorsuch
Vice President
301-428-1641

Michael leads the Program Management Team responsible for managing government programs at Hughes. One of the Program Managers reporting to Michael will be assigned as the day‑to‑day Program Manager for Texas DIR. The role and responsibilities of the Program Manager are described in more detail in Subsection 4.7. Michael will hold regular program reviews with the Hughes Program Manager assigned to Texas DIR to ensure that the program and performance objectives are being met.

Clear chain-of-command and formalized decision-making process for Direct Billed Services
The Hughes Program Manager will have responsibility for ensuring that proper coordination takes place between Hughes and DIR and DIR Customers.  Typically, the deliverables from the Hughes Program Management Team are as follows:
Project plan and implementation schedule
Customer site installation specification
Coordination of overall site installation process
Implementation of site maintenance plan 
Reporting and periodic project status reviews
Contract administration as required

Clear chain-of-command and formalized decision-making process for Services where DIR is the billing agent
The Hughes Program Manager will have responsibility for ensuring that proper coordination takes place between Hughes and DIR. Typically, the deliverables from the Hughes Program Management Team are as follows:
Project plan and implementation schedule
Customer site installation specification
Provide support to DIR for coordination of site installation process
Provide support to DIR for implementation of site maintenance plan 
Reporting and periodic project status reviews

DIR communication and collaboration activities
The Hughes Program Manager is responsible overall for communications between Hughes and DIR. Through weekly and/or monthly status reviews, he will track open items, provide project updates, and seek collaboration/review/comment from appropriate DIR resources.

Program control including, but not limited to, program tracking and communications, change control, risk management, quality assurance, Customer Acceptance and Transition
Hughes’ Program Management approach and philosophy includes the following major steps:

Program Definition
Obtain official master contract and related documents
Define contract requirements
Identify scope of work
Milestones
Deliverable items
FAT and ATP requirements
Prepare Project Breakdown Structure (PBS)
Determine CFEs, sparing, and specific tasks to be performed by Hughes and Customer

Program Team Selection 
Identify individuals to perform each required task and obtain commitments.

Program Records 
Establish the record files, distribution lists, and document control requirements
Maintain all significant program records and historical data and correspondence

Internal Kickoff Meeting 
Hold a kickoff meeting with all program team members present. Prepare the startup meeting’s agenda to cover the following required topics:

Customer introduction
Program scope and objectives
Contractual requirements
End item specifications
New developments
Design reviews (PDR, CDR)
Program reviews
Target schedules
Required resources
Financial terms
Preliminary budgets
Risk areas (penalties, technical exposures)
Customer training
Any other item crucial to successful implementation of the contract

Also in this meeting, members of the program team are introduced and their relationships and responsibilities clarified.  A startup package covering the above items is prepared beforehand and distributed during the meeting.

Order Entry and Configuration Review 
As a first step, the list of equipment is entered in the order entry system together with any other major deliverable items defined in the contract.  The equipment list and configuration are reviewed and verified by the configuration controller and Program Manager to ensure the proper order entry.

Schedule Preparation 
Identify and define program-level milestones and interfaces
Prepare the program master plan and schedule
Identify the schedule’s critical path and related items
Prepare a more detailed subtask schedule for critical areas for further monitoring and control
Ensure the schedule and tasks are based on available resources
Obtain the commitment of the performing department or group managers for their portion of the schedule and tasks through PWA or minutes of meetings

Program/System Engineering Planning (Where appropriate in relation to Service Delivery Projects) 
Program PE defines functional requirements, system block diagrams, and vendor specifications 
Analyzes and ensures the integrity of the system/equipment configuration and sparing vis-à-vis Customer network requirements
Scrub down and review technically all of the program’s technical elements
Determine performance requirements, simulations, test procedures internally and externally for the Customer (e.g., ATP, FAT, link budgets, numbering plans)
With the assistance of the installation group, prepare all the technical/installation drawings, procedures, manuals, and documentation
Coordinate and drive system engineering to define and freeze the design and complete any software or hardware development work required
Participate at CCB meetings and ensure that all ECNs are incorporated into the equipment through the product line manager
PE supports installation and performs integration tests, as required by the contract, at Hughes or at Customer site during installation
Prepare and maintain complete program specification documents and copy CAC for upkeep during the maintenance phase of the program
Provide CAC procedures to the Customers for warranty and subsequent maintenance periods
Preliminary and Critical Design Reviews 
Hold PDR and CDR meetings to scope NRE and technical development tasks.  These meetings are held internally first to define the problem and establish the solution algorithms and then held with the Customer to achieve concurrence and finalize the design. 

Configuration/Order Entry Modifications 
Review the configuration requirements and make final adjustments to the order entry based on any changes made during the final CDR and engineering reviews. 

Operation Group/Production Planning 
Ensure all the equipment line items are properly downloaded from the order entry system and properly scheduled in the MRP system
Participate in the weekly shipping planning meetings to drive and ensure that shipments are taking place according to the contract master schedule
Make sure all future add-on orders also have been entered in the MRP system and are scheduled for a rolling 12-month period in order for the Operations Group to plan and drive manufacturing production accordingly
This planning is of the utmost importance to avoid any shortages or delays in shipping schedules for Customers. Also make sure that marketing managers of the same region have properly scheduled all the high probability quotations/proposals in the forecasting system.

Program Work Authorizations 
Issue PWAs wherever appropriate and obtain commitments from functional groups for developmental, engineering, or any other tasks necessary for the completion of the program.

Program Evaluation and Control 
Update task plans, labor, material, budget, and schedule variances and LRE reports
Initiate internal program review and evaluation meetings
Hold periodic external program meetings at Customer premises as needed to enhance communication and report on the status of the program as required by contract
Installation Requirements and Planning 
Ensure the installation group has properly scheduled and designated installers for the installation of the hub, remotes, and any other equipment Hughes is required to install
Make sure the third-party vendors/subcontractors have planned for installation of their equipment such as UPS, RFT, etc.
Review and put in place procedures for acceptance tests to be performed by Hughes and vendor installers
Site Installation, Operation and Training 
As required by contract, select a site project coordinator to supervise the installation of the equipment and to conduct on-the-job training, prepare operating and maintenance procedures, and manage overall vendor site installation activities.  He or she is also to supervise system checkout and final acceptance tests.

External Kickoff Meeting For services where Hughes is providing a direct bill to the customer only
Hold a startup meeting with the Customer at its site to lay out the ground work for initiation of the program based on the terms and conditions of the contract.  This meeting could also encompass design reviews, if appropriate.

Purchase Requisitions and Subcontracts 
Complete purchase requisitions for third-party equipment and initiate subcontractor evaluation and contract negotiations
Determine subcontractor liaison, shipping, logistics and FAT procedures
Monitor vendor progress to see that mutually agreed-to delivery dates are met
Make sure closeout procedures are completed in accordance with the subcontract

Key Project phases, schedule management and work breakdown structure
As described above, the Hughes Program Manager will manage the key project phases, manage the program schedule and work breakdown schedule. This includes, but is not limited to, development and management of:
Program definition
Program team selection 
Program records 
Internal kickoff meeting 
Order entry and configuration review 
Schedule preparation 
Invoicing and accounts receivable 
Program/system engineering planning 
External kickoff meeting 
Preliminary and critical design reviews 
Configuration/order entry modifications 
Operation group/production planning 
Program work authorizations 
Purchase requisitions and subcontracts 
Program evaluation and control 
Installation requirements and planning 
Site installation, operation and training


Approach to cost tracking and management
With the assistance of a Hughes financial analyst, the Program Manager will review the cost estimate files and the service order to establish the program’s required direct labor, material, and other resources. The Program Manager will prepare program cost performance reports and LRE for approval, monitoring, and control. He will obtain the commitment of the performing department or group managers for their portion of the budget and tasks through a Program Work Authorization or minutes of the meetings.

Approach to Subcontractor management
Hughes has strong and effective subcontractor or management processes in place, from initial subcontractor assimilation to active oversight of performance.  These processes enable Hughes to consistently deliver superior task order execution and network management services.

The key elements of the Hughes subcontractor management approach are:
Selection – Perspective subcontractors are reviewed for capabilities, financial strength, past performance. Onsite interviews are conducted by Hughes to evaluate management and discuss the subcontractor agreement.  A subcontractor contract is established defining the scope, objectives, quality requirements, fees, reporting requirements, and tasks the subcontractor will execute for Hughes. 
Education – All initial subcontractor-technician training is hands-on and face-to-face. Subcontractor employees are also given web access to ordering and provisioning systems and are cleared to take the education/training module.  Upon completion, the subcontractor employee is cleared to use the portions of the portal related to the tasks they will use for task order tracking and reporting. 
Access to Hughes Tools – Each subcontracted company has gone through extensive train‑the‑trainer programs and are required to train and certify all of their subcontractors who will be conducting installation work for us.
Performance Monitoring – Execution of tasks are monitored on a day‑by‑day basis and performance issues identified. Every new agency is assigned an Implementation Coordinator who is responsible for agency interface activity regarding installations.  The Implementation Coordinator also works with our regional Installation Managers and Installation Coordinators to ensure all scheduling is accurate, agency portal is updated, and sites are completed on time. Each subcontractor is assigned an installer certification number and all installs are tracked showing who actually performed the work at the install site. 
Quality – Hughes has a published Quality Assurance Program that all contractors are contractually required to follow. Photos are required to be taken at every remote site install as well as an installation site audit and release form to be signed by the site point of contact.  Quality audits of sites are conducted on a random and periodic basis with Hughes internal field support personnel. The results of all audits are captured in the Hughes Quality Assurance database for use in tracking the quality of installations of all contractors and subcontractors.
Reporting – Weekly performance reports are reviewed with each subcontractor and tasks identified to address any issues in performance that are identified.  Open correction action tasks are reviewed monthly.  Subcontractors failing to meet and/or failing to address performance objectives are subject to potential contract termination or financial penalties.

Escalation procedures
Communication between Hughes and DIR and DIR Customers will be essential to ensure that the Customers’ day to day operations are not being impacted by the Hughes implementation and that the network service is being delivered as planned. Based on guidance from DIR, the Hughes Program Manager will establish regular program updates, either through face-to-face meetings, teleconferences, or regular electronic or written reports.  The Hughes program team is on call 24x7 and always available in the event that there are immediate issues that need resolution.  Furthermore, they can always get real time updates through the Hughes Customer Gateway; DIR can always get real-time updates with respect to installation status and schedule, remote site status, trouble ticket updates, etc. Escalation procedures are clearly established on the Customer Gateway to ensure that trouble tickets and configuration requests are addressed and resolved in a timely fashion. 

In addition, Hughes will provide escalation paths to DIR through:
Account Manager as needed
Program Manager as needed
Quarterly Program reviews with functional group representation from Hughes 
Semi-annual on-site network audits
Annual Executive Briefing

Help Desk/Trouble Tickets

Processes and procedures for technical support
The Hughes Customer Gateway provides a Web-based application that allows the user to report and track a remote issue or remote failure from initial report through final resolution.  Alternatively, Customers can call the Hughes Help Desk at a number to be determined after the Kick-off meeting.  The interactive voice response system is used to select the appropriate option to report a remote site issue, report an issue with the Customer Gateway, request Web site access, or to report a network issue.

Remote trouble reports received via the Customer Gateway are processed in exactly the same manner as phone calls.

When a request for technical support is reported, the appropriate details regarding the request are captured in a case report. The case report is automatically displayed on the Customer Gateway following the processing of the ticket by the Hughes technician.  

Technical support cases follow an escalation procedure to ensure that they receive appropriate attention and are resolved promptly.  

Processes and procedures for trouble resolution
Hughes’ escalation policies provide a communication path for the Hughes team to solve network problems.  In the event that traffic is not interrupted and the Customer agrees on the status, a noncritical problem notification will be sent to the Network Engineering team.  However, if traffic is interrupted and/or there is a disagreement on the status, the critical problem notification procedure is followed.  

In the event of a problem, affected Customers are notified immediately.  When a problem is observed or reported, a Network Management ticket is opened and subsequent status entries are displayed on the Customer Gateway.
Hughes provides Customers with status reports.  Verbal updates are provided for critical outages and through the Program Manager when multiple Customers are involved.  Status entries are also displayed on the Customer Gateway. The ticket through the Customer Gateway is updated later and made visible when approved.
On the next business day, the details of an outage are investigated and an AAR is prepared.  This AAR is submitted to the Program Manager for review and approval.  Once the Program Manager releases the AAR, it is provided to the Customer and posted to the outage ticket in a form viewable by the Customer on the Customer Gateway.   
Critical problems that cannot be resolved within 15 minutes are escalated.
Escalation policies can be used for Network or remote service problems the Customer is experiencing.  All requests for escalations related to Network or remote issues are submitted to the Hughes Help Desk.  The Hughes Help Desk escalates the request through all appropriate channels.

Escalation procedures 

Escalation procedures are provided in Figure 0‑1 and Figure 0‑2.



[bookmark: _Ref282693484][bookmark: _Toc282695813]Figure 0‑1.   Hub/NOC Escalation (Critical)



[bookmark: _Ref282693486][bookmark: _Toc282695814]Figure 0‑2.   Remote Escalation

Customer Care 
The Customer Care section contains the Requirements to assure that the underlying systems, processes, and procedures provided by the Vendor will effectively support DIR and DIR Customers in the following areas: Help Desk (Technical Support) and Reporting. These Requirements apply to all Services provided under the CTSA, including SOC and NOC Services. 

The Hughes Help Desk, based in Germantown, Maryland, has remote diagnostic access to all Customer locations.  The Help Desk is available 24x7 and is staffed by technical agents trained in HughesNet products and in providing quality Customer support.  Trouble tickets can be initiated using a Web-based interface, via the Customer Gateway, or via toll free telephone number.  Either means allows the Customer Help Desk to generate track/request information, and close tickets.  The Help Desk number is 1-800-347-3272 to be confirmed after the Kick-off meeting. 

The Hughes Help Desk role is to perform Tier 3 troubleshooting and attempt to resolve remote site issues remotely before dispatching a field service technician. The Help Desk also provides ticket monitoring, interim updates, and automatic escalations per contracted coverage hours.  Help Desk technical agents provide assistance to field service representatives and monitor on-site progress. 

In addition to the Hughes Tier 3 Help Desk, Hughes provides Tier 1 Help Desk support for its Business Internet Customers (proposed here in the category Small Office/Home Office Internet Service). This Tier 1 service will provide 7x24 support to Small Office/Home Office Customers on a wide range of support issues, including technical support, billing issues, and service activation/deactivation.
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Hughes escalation policies provide a communication path for the Hughes team to solve network problems.  In the event that traffic is not interrupted and the Customer agrees on the status, a noncritical problem notification will be sent to the Network Engineering team.  However, if traffic is interrupted and/or there is a disagreement on the status, the critical problem notification procedure is followed.  
 
In the event of a problem, affected Customers are notified immediately.  When a problem is observed or reported, a Network Management ticket is opened and subsequent status entries displayed on the Customer Gateway.
Hughes provides Customers with status reports.  Verbal updates are provided for critical outages and through the Program Manager when multiple Customers are involved.  Status entries are also displayed on the Customer Gateway. The ticket through the Customer Gateway is updated later and made visible when approved.
On the next business day, the details of an outage are investigated and an AAR is prepared.  This AAR is submitted to the Program Manager for review and approval.  Once the Program Manager releases the AAR, it is provided to the Customer and posted to the outage ticket in a form viewable by the Customer on the Customer Gateway.   
Critical problems that cannot be resolved within 15 minutes are escalated.
Escalation policies can be used for Network or remote service problems the Customer is experiencing.  All requests for escalations related to Network or remote issues are submitted to the Hughes Help Desk.  The Hughes Help Desk escalates the request through all appropriate channels.

Figure 0‑1 and Figure 0‑2 depict the remote maintenance support procedure.



[bookmark: _Ref282693759][bookmark: _Toc282695818]Figure 0‑1.   Hub/NOC Escalation (Critical)




[bookmark: _Ref282693767][bookmark: _Toc282695819]Figure 0‑2.   Customer ETA Escalation

Procedures for logging, tracking, managing, and reporting for the following: 

Security incidents
In the event of a security incident, affected Customers are notified immediately.  When the incident is observed or reported, a Network Management ticket is opened and subsequent status entries displayed on the Customer Gateway.
Hughes provides Customers with status reports.  Verbal updates are provided for critical security incidents and through the Program Manager when multiple Customers are involved.  Status entries are also displayed on the Customer Gateway. The ticket through the Customer Gateway is updated later and made visible when approved.
On the next business day, the details of an outage are investigated and an AAR is prepared.  This AAR is submitted to the Program Manager for review and approval.  Once the Program Manager releases the AAR, it is provided to the Customer and posted to the security incident ticket in a form viewable by the Customer on the Customer Gateway.
Network Faults, and 
In the event of a problem, affected Customers are notified immediately.  When a problem is observed or reported, a Network Management ticket is opened and subsequent status entries displayed on the Customer Gateway.
Hughes provides Customers with status reports.  Verbal updates are provided for critical outages and through the Program Manager when multiple Customers are involved.  Status entries are also displayed on the Customer Gateway. The ticket through the Customer Gateway is updated later and made visible when approved.
On the next business day, the details of an outage are investigated and an AAR is prepared.  This AAR is submitted to the Program Manager for review and approval.  Once the Program Manager releases the AAR, it is provided to the Customer and posted to the outage ticket in a form viewable by the Customer on the Customer Gateway.
ESecS (E Security Systems) Faults. 
In the event of an ESecS fault, affected Customers are notified immediately.  When a fault is observed or reported, a Network Management ticket is opened and subsequent status entries displayed on the Customer Gateway.
Hughes provides Customers with status reports.  Status entries are also displayed on the Customer Gateway. The ticket through the Customer Gateway is updated later and made visible when approved.
On the next business day, the details of the ESecS fault are investigated and an AAR is prepared.  This AAR is submitted to the Program Manager for review and approval.  Once the Program Manager releases the AAR, it is provided to the Customer and posted to the ESecS fault ticket in a form viewable by the Customer on the Customer Gateway.   
Provide accurate, complete, and timely standard program-level reports; and 
All program-level reports are made available through the Customer Gateway and are automatically generated by the underlying systems that monitor the performance and implementation of the network.

Provide any additional non standard reporting options
Optional On-Demand Report capability can be made available.  This option provides the ability to run reports based on criteria such as time duration, traffic flow, individual site, etc.  There is a wide variety of reports available allow network managers and support personnel to view network traffic at the TCP/IP application level by a variety of parameters including port, servers, hosts, host conversations, protocols such as IP/TCP/UDP, etc.

The enhanced reporting capability allows users of the Customer Gateway to take the standard monthly reports (e.g., top talkers, top applications, application throughput) and create custom reports on demand based on a variety of input criteria. 

The query-based capability provides the ability to select traffic flow by inbound and outbound, different networks defined for the traffic (different agencies, traffic flowing through different hubs, etc.), and the time duration.  The query also provides the capability to view the data for an individual site or the entire network.

The data is available starting from the previous 15 minutes up to a year.  This data range allows you to use these reports for monitoring the network to see what has been happening near real time, troubleshooting, and long-term capacity planning and trending. The granularity level of the report is based on the duration of time selected for the report.  The reports can be as granular as 5 minutes.
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For Managed Services, Hughes continuously monitors and proactively manages the performance levels of the services provided to our Customers. The Hughes Customer Gateway provides a wide range of powerful monitoring and reporting capabilities.  It allows the Customer to manage and optimize bandwidth and application delivery.  Historical reports are available for traffic analysis and troubleshooting.  The historical reports are useful for understanding the network utilization and trends such as top talkers, top applications, peak usage time, etc.  These reports are also useful for forecasting and capacity planning exercises.  

The Network Level Historical Reports provide access to network performance data at the aggregate network level.  These reports are posted weekly on the Customer Gateway and can be accessed for the past three months.  The reports are broken down by inbound and outbound traffic, which provide traffic patterns in both directions.  

These reports also include the Bytes vs. Time, Bit Rate vs. Time, Top 25 Remote Sites, and Top 20 Applications Reports.  These reports give the Customer the ability to view the traffic for the aggregate network as well as by top sites and top applications.  This report provides information regarding which sites or application use maximum bandwidth and if there are any that produce unusually high inbound or outbound traffic.  Following are some of the examples of the reports available as part of the standard service.
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[bookmark: _Toc273374070][bookmark: _Toc273630064][bookmark: _Toc282695815]Figure 0‑1.   Top 25 Remote Sites
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[bookmark: _Toc273374071][bookmark: _Toc273630065][bookmark: _Toc282695816]Figure 0‑2.   Top 20 Applications

MRTG (Multi-Router Traffic Grapher) reports show aggregate near real-time network bandwidth utilization graphs.  The graphs show utilization for both overall network inbound and outbound traffic.  The daily graphs are based on 5-minute traffic samples.  The weekly, monthly, and yearly graphs rollup averages from a previous graph (i.e., the weekly graph is based on averaging data points from the daily graph).  The graphs are updated once every 5 minutes.

MRTG reports are useful for studying trends in traffic on the network.  The MRTG reports are particularly useful for determining when the traffic “peaks out” for an extended period of time, indicating that there could be a capacity problem and a need to upgrade.  It also helps in understanding traffic patterns over a period of time and in planning capacity needs for the future.
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[bookmark: _Toc137969165][bookmark: _Toc273374072][bookmark: _Toc273630066][bookmark: _Toc282695817]Figure 0‑3.   Aggregate Traffic Utilization Report (MRTG)

Standard Reporting capabilities
There is a wide range of reports that are always available on the Hughes Customer Gateway. As described in Monthly standard reporting below. Above, there are Historical Performance Management Reports such as Bytes vs. Time, Bit Rate vs. Time, Top 25 Remote Sites, and Top 20 Applications Reports. There are daily MRTG reports available that show the inbound and outbound network traffic levels based on 5-minute traffic samples.  Weekly, monthly, and yearly graphs are also provided. 

In addition to the Performance Management Reports, there are standard monthly reports on the Site List (including additions and removals), trouble ticket history (summary and detail), and RMA request and status.

Enhanced Reporting capabilities
Optional On-Demand Report capability can be made available.  This option provides the ability to run reports based on criteria such as time duration, traffic flow, individual site, etc.  There is a wide variety of reports available allowing network managers and support personnel to view network traffic at the TCP/IP application level by a variety of parameters including port, servers, hosts, host conversations, protocols, such as IP/TCP/UDP, etc.

The enhanced reporting capability allows users of the Customer Gateway to take the standard monthly reports (e.g., top talkers, top applications, application throughput) and create custom reports on demand based on a variety of input criteria. 

The query-based capability provides the ability to select traffic flow by inbound and outbound, different networks defined for the traffic (different agencies, traffic flowing through different hubs, etc.), and the time duration.  The query also provides the capability to view the data for an individual site or the entire network.

The data is available starting with the previous 15 minutes up to a year.  This data range allows you to use these reports for monitoring the network to see what has been happening in near real time, troubleshooting, and long-term capacity planning and trending. The granularity level of the report is based on the duration of time selected for the report.  The reports can be as granular as 5 minutes.  

Monthly Standard Reports
Monthly Customer reports provide detailed information and analysis regarding aspects of the network and its performance.  Each month a report package will be posted to the Customer Gateway consisting of:

Monthly availability analysis percentage in bar chart format
Outage analysis detail report
Remote outage analysis percentage report
Master site list summary
Master site list report
Newly commissioned sites list
Customer remote service performance summary
Remote maintenance field services metrics

This report package, which is compiled from Hughes’ in‑house database, is posted within the first 10 days of each month.  The following paragraphs contain a detailed description of the monthly report components.

Monthly Availability Analysis % in Bar Chart Format
This report is a bar graph that shows a sliding 12‑month breakdown of the NOC, remote, and network availability (weighted mean average).  A line of data at the bottom of the columns shows the number of active sites recorded in the database.

Outage Analysis Detail Report
This report contains trouble ticket breakdown with Case ID, Site ID, Reported Problem, Resolution Code, Resolution Description, Covered Hours, Elapsed Hours, Outage Time, % of Service Lost, Non-Available Hours, Date Resolved, and Date Opened.  The outage analysis detail and outage analysis percentage report from the Hughes Ticket System database allows you to view the breakdown by problem, date and time the trouble ticket was opened, date and time it was closed, site number, who the problem was assigned to, and the covered and elapsed hours.  Outage analysis by site lists each site that had an outage during the reporting month.

Remote Outage Analysis
This analysis includes a breakdown of the trouble tickets for the reporting month, by cause, in the form of a color pie chart.  In addition to the total number of sites in your network, the MTTR for both clock and actual outage period are provided. 

Trouble Tickets
Actual trouble tickets from Hughes Ticket System are available through the Customer Gateway.   Tickets can be selected for viewing on the Case Search screen using such selections as date ranges and case status.  Categories of tickets can be selected for viewing or printing from the Problem Status screen.  The various categories include Open, Hold, Pending, Closed, or (All).  Any of the categories can be selected with a specific date range specified.  Any ticket that can be viewed can be printed using the Print Frame capability under the File Selection.

Master Site List Summary
This summary provides a count of the total number of sites broken down by Active Sites, Inactive Sites, Not Yet Commissioned Sites, Decommissioned Sites, Decommissions in Progress, Installations in Progress, and the Total Number of Sites.  This report is produced at the beginning of the month as well as mid‑month to accommodate Customer billing cycles.

Master Site List
This list contains a listing of all Customer-commissioned sites to date.  This information comes from data gathered by Hughes CRM Ticket System database.  This list is sorted by site ID number and includes the following fields: Site ID, Site Status, location name, Site address, City, State, ZIP code, Primary contact name, Primary phone number, Date created, Adapter model, NOC, Commission date, and Decommission date.  This report is produced at the beginning of the month as well as mid-month to accommodate Customer billing cycles.

Newly Commissioned Sites List
This list shows all the sites that were commissioned during the reporting month.  The information, which is gathered through Hughes’ database, lists the site ID number and includes the following fields:  location name, site address, city, state, contact name and phone number, commission date, type of unit installed, and the National NOC facility on which the site is supported.

Customer Remote Service Performance Summary
This summary lists the total number of commissioned sites to date, total number of decommissioned sites to date, total number of active sites at the end of the reporting month, total available hours (for remote network), total non-available hours (for remote network), Mean time between maintenance activity (remote network), remote availability, percent of tickets requiring remote dispatches, and percent of tickets not requiring dispatch.  In addition, the report includes a table that displays a breakdown of the trouble tickets for the reporting month by cause area, total count by cause area, % of cause of breakdown by area, hours of outage by area, and the average outage time by breakdown area.

Remote Maintenance Field Service Metrics
These metrics contain the Number of Sites, Contract Calls, Monthly Contract Call Rate, First Call Fixed, % of First Call Completion, Dispatches Meeting Response Time, Dispatches Meeting Restore Time, Average Response Time (Hrs), % of Response Time within Target, Average Restoral Time (Hours), % of Restoral time within Target, Calls Open > 24 hours, Calls Open > 48 hours, % of Calls Open > 24 Hours, and % of Calls Open > 48 Hrs.
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The Vendor shall provide monthly Customer Care reports (see Appendices B-6, B-8 and B-9) to DIR as follows: 

Trouble Ticket Aging Report by Customer
Hughes will make available on the Customer Gateway monthly reports on trouble ticket aging by Customer.

SLA Non-Compliance Report
Hughes will make available on the Customer Gateway monthly reports on SLA Non-Compliance.

Local Services Sales Report
This information is available in the standard Newly Commissioned Sites List monthly report.

SOHO Sales Report
Hughes will provide a monthly report on SOHO Sales.

Internet connectivity for non-State agencies; and 
Hughes will provide a monthly report on Internet connectivity for non-State agencies.  

Marketing Report. Including: 
Date(s) of marketing effort; 
Marketing venue; 
Description of marketing effort 
Target market; 
Marketing lead responsible for effort; and 
Effectiveness of effort. 

The Hughes Account Executive will provide a monthly report on marketing efforts, including but not limited to:

Dates of marketing efforts
Marketing venue
Description of marketing effort
Target market
Marketing lead responsible for effort
Effectiveness of effort

Other reports that shall be provided by the Vendor as requested by DIR are: 
AAR; 
On the next business day after a critical outage, the details of an outage are investigated and an AAR is prepared.  This AAR is submitted to the Program Manager for review and approval.  Once the Program Manager releases the AAR, it is provided to the Customer and posted to the outage ticket in a form viewable by the Customer on the Customer Gateway.

Various reports of information in order to determine performance quality of Customer Care organization, and 
The Hughes Program Manager and Customer Care organization will work together to create the necessary reports of information in order to determine the performance quality of the Hughes Customer Care organization. This is typically reviewed in Quarterly Program Reviews.

Other ticket information as requested by DIR. 
Hughes will provide any other ticket information as requested by DIR.

The Vendor shall submit all reports to DIR in an electronic format.
Hughes will submit all reports in an electronic format. All standard reports will be available for download via the Customer Gateway. Any ad hoc or custom reports will be submitted to DIR electronically via email.

10

image2.emf
REPAIR TIME

REPAIR TIME

SHOULD AVERAGE

< = 3 HOURS

FSE CONTACTS

TECH SUPPORT 

ENGINEER AT

OR BEFORE 

2 HOURS 

OF BEING ONSITE

HAS

4 HOURS OF

ONSITE TIME

ELAPSED

?

CALL

RESPONSIBLE HUGHES

FIELD ENGINEER

SUPPORT

HAS

6 HOURS OF

ONSITE TIME

ELAPSED

?

CALL RESPONSIBLE

HUGHES

FIELD SERVICE

OPERATIONS

MANAGER

A DETERMINATION

IS MADE WHETHER

TO DISPATCH A

HUGHES FIELD ENGINEER

TO THE SITE TO

ASSIST THE FSE & TSE

YES

YES

YES

NO

NO

G-29181 V  04/04/07


oleObject2.bin
REPAIR TIME


REPAIR TIME
SHOULD AVERAGE
< = 3 HOURS


FSE CONTACTS
TECH SUPPORT  ENGINEER AT
OR BEFORE  2 HOURS  OF BEING ONSITE


HAS
4 HOURS OF
ONSITE TIME
ELAPSED
?


CALL
RESPONSIBLE HUGHES
FIELD ENGINEER
SUPPORT


HAS
6 HOURS OF
ONSITE TIME
ELAPSED
?


CALL RESPONSIBLE
HUGHES
FIELD SERVICE
OPERATIONS
MANAGER


A DETERMINATION
IS MADE WHETHER
TO DISPATCH A
HUGHES FIELD ENGINEER
TO THE SITE TO
ASSIST THE FSE & TSE


YES


YES


YES


NO


NO


G-29181 V  04/04/07



oleObject3.bin
Terminator


Decision


CALL HUGHES ADVANCED SUPPORT HELP DESK TO REPORT PROBLEM


REMOTE


15 MINUTES  ELAPSED AND PROBLEM RESOLVED?


REFERRED TO HUB/NOC TECHNICIAN


GO TO REMOTE ESCALATION


HUGHES SHARED HUB/NOC PERSONNEL NOTIFY THE FOLLOWING PERSONNEL  TO SECURE ADDITIONAL RESOURCES TO SOLVE THE PROBLEM:


HUGHES PROGRAM MANAGER, DIRECTOR NETWORK SERVICES


ASSIGNED NETWORK ENGINEER NETWORK ENGINEERING MANAGER NETWORK SERVICES MANAGER


REMOTE OR  HUB/NOC  PROBLEM?


HUB/NOC SUPERVISOR, SHARED HUB/NOC  OPERATION DIRECTORS


ALL SHARED HUB/NOC PERSONNEL CAN BE PAGED DURING OFF HOURS BY  HUB/NOC PERSONNEL


NETWORK OUTAGE

LOSS OF REDUNDANCY


CRITICAL PROBLEM:




NOTE: ALL OUTAGE EVENTS WILL BE LOGGED AND DISTRIBUTED TO THE AFFECTED CUSTOMER AND INTERNAL PERSONNEL. INTERNAL VOICE MAIL WILL BE LEFT FOR REGULAR UPDATES.


YES, NOTIFY CUSTOMER, CLOSE TICKET


ELAPSED TIME:
15 MINUTES


HUB


NO


G-29042 V 01/04/07



image3.emf
G-29178 V

04/04/07

ETA RECEIVED?

50% OF RESPONSE 

TIME HAS EXPIRED

VCC ESCALATES TO H.E.A.T.

ETA RECEIVED?

75% OF RESPONSE TIME HAS 

ELAPSED VCC ESCALATES 

TO H.E.A.T.

ETA RECEIVED?

100% OF RESPONSE TIME HAS 

ELAPSED VCC ESCALATES TO 

H.E.A.T. 

ETA RECEIVED?

150% OF RESPONSE TIME HAS 

ELAPSED VCC ESCALATES TO 

H.E.A.T.

INFORM CUSTOMER AND 

UPDATE VANTIVE TICKET

YES

250% OF RESPONSE TIME HAS 

ELAPSED VCC ESCALATES TO 

H.E.A.T.

NO YES

SERVICE PROVIDER 

H.E.A.T. TEAM

ESCALATE TO DOS 

 (DISTRICT OPS SPECIALIST)

ESCALATE TO DM 

(DISTRICT MANAGER)

ESCALATE TO ASM 

(AREA SUPPORT MANAGER)

2-HR RESPONSE = 1 HR ESCALATION

4-HR RESPONSE = 2 HR ESCALATION

5-HR RESPONSE = 2.5 HR ESCALATION

6-HR RESPONSE = 3 HR ESCALATION

10-HR RESPONSE = 5 HR ESCALATION

YES

NO

NO

NO

YES


oleObject4.bin
Terminator


Decision


VCC ESCALATES TO H.E.A.T.


ETA RECEIVED?


75% OF RESPONSE TIME HAS ELAPSED VCC ESCALATES TO H.E.A.T.


ETA RECEIVED?


100% OF RESPONSE TIME HAS ELAPSED VCC ESCALATES TO H.E.A.T. 


ETA RECEIVED?


150% OF RESPONSE TIME HAS ELAPSED VCC ESCALATES TO H.E.A.T.


ETA RECEIVED?


INFORM CUSTOMER AND UPDATE VANTIVE TICKET


YES


250% OF RESPONSE TIME HAS ELAPSED VCC ESCALATES TO H.E.A.T.


NO


YES


SERVICE PROVIDER H.E.A.T. TEAM


ESCALATE TO DOS 
 (DISTRICT OPS SPECIALIST)


ESCALATE TO DM (DISTRICT MANAGER)


ESCALATE TO ASM  (AREA SUPPORT MANAGER)


2-HR RESPONSE = 1 HR ESCALATION
4-HR RESPONSE = 2 HR ESCALATION
5-HR RESPONSE = 2.5 HR ESCALATION
6-HR RESPONSE = 3 HR ESCALATION
10-HR RESPONSE = 5 HR ESCALATION


YES


NO


NO


NO


YES


G-29178 V
04/04/07


50% OF RESPONSE TIME HAS EXPIRED



image4.jpeg
Microsoft Internet Explorer

HughesNet

‘Broadband Unboun

Top 25 Remote Sites

as0k

300k

280

200

Bytes (KB)

180K

100k [

o

Pazatie
PH711024
Pantzan
e
PHT11043
Panazz0
PHoz0004
Lznoen07
e
Panz0z0
Tanteazs
Pantzen
vTaozass
a0z
e
PH7OSB11
PH7sg1Ee
Lzno7sat
PHT11840
PH7st12s
Panzezs
Panazee
Pan22031

Remote Site

PHAGS 143

More Options.

PH711024
PZ012011
PH4DS143
Lz031152
PH711043
PZ013220
PHE30004
Lzoos007
Lz031153
PZ013820
Tz01Be29
PZ013801
PHT17118
YTB02355
TZ003329
Lz031131
PH708611
PH758158
Lzoo7aat
PH711840
PH81128
PZ013828
PZ013288
P2022631

REPORTING CRITERIA
Reporting Period: Sep 26 2006 15:32:31 To Sep 26 2006 16:
Network: demo

Traffic Type: All Traffic

(EDT)





image5.jpeg
HughesNet

Broadband Unbound:

Top 20 Applications

o7050%
o73e7%
7527%
07584%
o7780%
o7s83%
g11z%
ogz3%
g007%
1016%
120t
1.306%
1528%
1730%
2308%
2800%
Fae1s

More Options.

Application
port 88
weh

port 86
port23
port1672
port1178
port520
port 3000
port 2955
port 20
port 3294
port 10000
port 2832
Reallime_stream_prot
port 2464
port 2491
port 2514
port53
port 110
port 2495

BitRate (KBPS)

Mportss
Diweb

Mportss

Mport23

Mport 1672

Wport1178

Mport520

Wport 3000

Dport 2955

Mport 20

Dport 3294

Mport 10000

Wport 2832
DRealtime_stream_prot
Dport 2454

Mport 2491

Dport 2514

Mport53

Dport 110

Mport 2495

Bit Rate (KBPS)
554
524
261

60
44
40
0
28
23
23
18
17
18
18
14
13
13
13
13
12

REPORTING CRITERIA

Network: demo
Traffic Type: All Traffic

Reporting Period: Sep 26 2006 15:38:29 To Sep 26 2006 16:38:29 (EDT)





image6.jpeg
Customer NLVIPGW4201P_Upload_and_Download

The saiissere st pdted Twesd, § g 20063015
sttich e ’NLVIPGWA201P b beenp for 12 daa, 1

“Daily’Graph (5 Minve Average)

LA

S a3 Oty v 451
Avvags ot 11

P,
o Ow 3418 6570

51037 A BEDSISLG
31016100 Avvagt ot i

Vearh” Graph (1 Day Average)

e 121000500
o O 33103 410

o 2207
Gl O 41105 458

N0 574§ (5 ) A O 4014




image1.emf
G-29042 V 

01/04/07

REMOTE OR 

HUB/NOC 

PROBLEM?

CALL HUGHES ADVANCED 

SUPPORT HELP DESK TO

REPORT PROBLEM

15 MINUTES 

ELAPSED AND PROBLEM 

RESOLVED?

REFERRED TO HUB/NOC 

TECHNICIAN

HUB

NO

REMOTE

GO TO REMOTE 

ESCALATION

HUGHES SHARED HUB/NOC PERSONNEL NOTIFY THE FOLLOWING PERSONNEL 

TO SECURE ADDITIONAL RESOURCES TO SOLVE THE PROBLEM:

ASSIGNED NETWORK ENGINEER

NETWORK ENGINEERING MANAGER

NETWORK SERVICES MANAGER

HUB/NOC SUPERVISOR,

SHARED HUB/NOC 

OPERATION DIRECTORS

ALL SHARED HUB/NOC 

PERSONNEL CAN BE PAGED 

DURING OFF HOURS BY 

HUB/NOC PERSONNEL

NETWORK OUTAGE

LOSS OF REDUNDANCY

CRITICAL PROBLEM:

NOTE: ALL OUTAGE EVENTS WILL BE 

LOGGED AND DISTRIBUTED TO THE 

AFFECTED CUSTOMER AND INTERNAL 

PERSONNEL. INTERNAL VOICE MAIL WILL 

BE LEFT FOR REGULAR UPDATES.

YES, NOTIFY CUSTOMER,

CLOSE TICKET

ELAPSED TIME:

15 MINUTES

HUGHES PROGRAM MANAGER,

DIRECTOR NETWORK SERVICES


oleObject1.bin
Terminator


Decision


CALL HUGHES ADVANCED SUPPORT HELP DESK TO REPORT PROBLEM


REMOTE


15 MINUTES  ELAPSED AND PROBLEM RESOLVED?


REFERRED TO HUB/NOC TECHNICIAN


GO TO REMOTE ESCALATION


HUGHES SHARED HUB/NOC PERSONNEL NOTIFY THE FOLLOWING PERSONNEL  TO SECURE ADDITIONAL RESOURCES TO SOLVE THE PROBLEM:


HUGHES PROGRAM MANAGER, DIRECTOR NETWORK SERVICES


ASSIGNED NETWORK ENGINEER NETWORK ENGINEERING MANAGER NETWORK SERVICES MANAGER


REMOTE OR  HUB/NOC  PROBLEM?


HUB/NOC SUPERVISOR, SHARED HUB/NOC  OPERATION DIRECTORS


ALL SHARED HUB/NOC PERSONNEL CAN BE PAGED DURING OFF HOURS BY  HUB/NOC PERSONNEL


NETWORK OUTAGE

LOSS OF REDUNDANCY


CRITICAL PROBLEM:




NOTE: ALL OUTAGE EVENTS WILL BE LOGGED AND DISTRIBUTED TO THE AFFECTED CUSTOMER AND INTERNAL PERSONNEL. INTERNAL VOICE MAIL WILL BE LEFT FOR REGULAR UPDATES.


YES, NOTIFY CUSTOMER, CLOSE TICKET


ELAPSED TIME:
15 MINUTES


HUB


NO


G-29042 V 01/04/07



image7.jpeg
®




